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Abstract  

The measurement technique of Decay Energy Spectroscopy (DES) utilizes high-energy 

resolution (7.5±0.2 eV FWHM at 6539 eV) [ 1 ] low temperature microcalorimeters to 

measure the total energy of a decay from an embedded radioactive source. DES spectra are 

histograms of the total decay energy thermalized in the absorber. Some of this energy is lost, 

largely due to decay products escaping the absorber or energy stored in metastable states 

(the latter depends on source preparation and is not considered in this work). This results 

in a measurement of energy that is lower than the decay energy. The escape probability is 

not constant as a function of initial decay energy but is dependent on the absorber material 

ÁÎÄ ÔÈÅ ÓÏÕÒÃÅȭÓ ÅÎÅÒÇÙȟ ÔÙÐÅȟ ÌÏÃÁÔÉÏÎȟ ÁÎÄ ÄÉÓÔÒÉÂÕÔÉÏÎɂall of which form what we call the 

detector response. In this work, the response matrix for a microcalorimeter is built using 

EGSnrcɂa Monte Carlo particle transport softwareɂto simulate the energy deposition of a 

point source of monoenergetic beta particles ranging from 10 keV to 2 MeV. This response 

matrix may be used to deconvolve the detector response from a DES measurement so 

systematic uncertainty can be reduced. This will result in a more precisely known beta decay 

shape, important for fields such as nuclear medicine and testing theoretical descriptions of 

beta decay at low energies.   
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Chapter 1 

INTRODUCTION 

1.1. What Are Beta Decay and Electron Capture? 

1.1.1. Original Experiments and Discovery 

The beginning of the 20th century marked a notable ÅØÐÁÎÓÉÏÎ ÏÆ ÔÈÅ ÓÃÉÅÎÔÉÆÉÃ ÃÏÍÍÕÎÉÔÙȭÓ 

understanding of the atomic nucleus, especially regarding nuclear decay. After the initi al 

discovery of radiation in 1896 by Henri Becquerel [ 2] using uraniumɂand subsequent 

experimentation carried out by Marie Curie exploring the basic properties of radioactive 

materialsɂthe process of classifying different types of radiation began. Ernest Rutherford  

noticed changes in electrical current when covering different  uranium salts (uranium sulfate 

and uranium oxide) with varying thicknesses of metal [3]. Rutherford noticed the current 

was significantly reduced with only ς ρπ  cm of aluminum, but the current did not reduce 

appreciably until the thickness was φ ρπ  cm. This led him to conclude there are two 

types of radioactive emissions from uranium, which he called alpha rays and beta rays, 

differentiated by their penetrating power. Alpha rays have very low penetrating power and 

can be blocked by a thin sheet of paper, and beta rays have more penetrating power but are 

still stopped by a thin sheet of aluminum. It was later shown by Becquerel in 1900 [4] that 

the beta rays were actually electrons by comparing their mass-to-charge ratios, using the 

same method that J. J. Thomson used to originally identify the electron: deflecting a cathode 

ray with an electric field. Because the beta rays deflected in the same way as the electrons 

deflected, Becquerel concluded that beta rays were electrons.  

However, further study of beta decay led to an interesting discrepancy that would become 

fundamental to our understanding of nuclear structure and fundamental particles. In alpha 

and gamma decay, the alpha particle or gamma ray emitted is monoenergetic:  dependent on 

the mass difference of the parent and daughter nucleus or the nuclear deexcitation between 

nuclear energy levels, respectively. Thus, it seems a reasonable conclusion that beta particles 

emitted from beta decays should exhibit the same property. However, James Chadwick 

showed in his 1914 experiment that the beta particle was emitted with a continuous 
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spectrum of energies [5] Charles D. Ellis and William A. Wooster further provided proof of 

the continuous beta decay spectrum with their investigation of Radium E (Bismuth-210) [6], 

as shown in Figure 1.  

 

Figure 1. Continuous distribution of beta particle energies emitted from 
Radium E (210Bi) decay.  Instead of beta decays emitting monoenergetic beta 
particles, a continuous spectrum of energies is allowed. This seemed to 
violate the conservation of energy and momentum, provid ing motivation for 
scientist to reconsider their understanding of nuclear decay. Taken from Ref. 
[6]. 

From this discovery arose a supposed contradiction: if beta decay was simply electron 

emission, then the energy should have a single defined value due to the conservation of 

momentum and energy. If the only decay products were the daughter nucleus and beta 

particle, then they would have equal and opposite momenta after the decay. This would 

result in a monoenergetic beta spectrum. This measured continuous spectrum of beta 

emission energies seemed to violate the conservation of energy.  

It was not until 1930 that progress on this beta spectrum issue was made when Wolfgang 

Pauli proposed the existence of another particle emitted during beta decay that had thus far 

been undetected [7]. This particle would account for the missing energy seemingly lost, since 

momentum conservation with three particles does not have a single solution. He 
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characterized this particle to be neutral, very low mass, spin- , obey the exclusion principle, 

and have extremely high penetrating power. Many of these assumptions were informed by 

the fact that this particle had never before been detected. The mass had to be much smaller 

than that of a proton, with a first limit  ÏÎ ÔÈÅ ÐÁÒÔÉÃÌÅȭÓ ÍÁÓÓ ÏÆ ÌÅÓÓ ÔÈÁÎ ρϷ ÔÈÅ ÍÁÓÓ ÏÆ ÔÈÅ  

proton [7]. This is because the Q value, or mass difference between the parent and daughter 

nucleus, is known for a beta decay. If the particle were more massive, the difference between 

the Q value and the measured energies would be much more pronounced, as a noticeable 

amount of the decay energy would be taken away by the unseen particle in the form of mass. 

The same goes for its neutral charge: if it were charged, its electromagnetic interactions with 

the environment would be noticed, and an additional charged product would violate the 

conservation of charge of the nuclear reaction. 

0ÁÕÌÉȭÓ ÐÒÏÐÏÓÅÄ ÐÁÒÔÉÃÌÅ ×ÏÕÌÄ ÆÁÃÔÏÒ ÉÎÔÏ %ÎÒÉÃÏ &ÅÒÍÉȭÓ ÌÁÎÄÍÁÒË ÔÈÅÏÒÙ ÏÆ ÂÅÔÁ decay 

[8,9] published in 1934, where he posited the existence of the neutrino. He was able to 

demonstrate that the mass of the neutrino must be either zero or very small in comparison 

to the mass of an electron. He did so by determining the theoretical shape of a beta spectrum 

and examining the effect of different neutrino rest masses on the shape of the curve near the 

endpoint energy of the reaction and discovered that the greatest agreement with empirically 

found curves was when the mass of the neutrino was zero (see Figure 2).  
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Figure 2. Comparison of different values of ‘ (neutrino rest mass) on the 
shape of a beta spectrum near the endpoint energy Ὁ . The greatest 
agreement with physical measurements was when ‘ π, suggesting the rest 
mass of the neutrino is either zero or extremely low. Understanding the 
precise shape of measured beta spectra, especially near the endpoint energy, 
allows for experimental determination of the neutrino rest mass. Taken from 
Ref. [9]. 

One problem with this theory is that experimental validation of the existence of the neutrino 

seemed to be nearly impossible, due to it having such weak interactions with matter. In 1956, 

neutrinos were finally detected in the Cowan-Reines experiment [10], which was based off 

the unique signatures that occur when a neutrino does interact with a proton. Despite the 

ÒÅÁÃÔÉÏÎ ÐÒÏÂÁÂÉÌÉÔÙ ÂÅÉÎÇ ÅØÔÒÅÍÅÌÙ ÌÏ×ȟ &ÅÒÍÉȭs theory predicts that an electron 

antineutrino could interact with a proton to create a neutron and a positron. Positron 

annihilation with an electron creates two coincident gamma rays, and neutron capture by 

certain nuclei will result in an excited nuclear state, which quickly de-excites via the emission 

of a gamma ray. Detecting the coincidence of these two events provides a method to validate 

the existence of the neutrino particle. To achieve this, a nuclear reactor was used to provide 

a large neutrino flux, which would theoretically come from the large number of beta decays 

of daughter nuclei following the fission of 235U. The neutrino flux was incident upon two 

tanks each containing 200 L of water, which acted as sources of huge numbers of protons 

(ρȢσ ρπ), increasing the chances of an interaction occurring. To absorb the product 

neutron, 40 kg of cadmium chloride (CdCl2) was dissolved in the water. Cadmium is an 

effective neutron absorber, and after neutron capture occurs, the product nucleus is in an 

excited nuclear state that emits a gamma ray to de-excite, shown by Equation (1).  

 ὲ  108Cd O  109Cd* O  109Cd   (1) 

 Liquid scintillators between the water tanks were used for the detection of the gamma rays 

from both positron annihilation and neutron capture. After months of data collection, the 

experimental data showed evidence of neutrino existence, with a rate of three interactions 

occurring per hour.  
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1.1.2. Theory of Beta Decay and Electron Capture 

Our current understanding of beta decay and electron capture stems from these historical 

discoveries. Beta decay is a type of radioactive decay where a beta particle (  or  ) is 

emitted from the nucleus. In   decay, a neutron (ὲ) within a nucleus is converted into a 

proton (ὴ) and an electron (Ὡ ) and electron antineutrino (’Ӷ) are emitted, as shown in 

Equation (2), 

 ὲᴼὴ Ὡ ’Ӷ. (2) 

Figure 3 depicts a   event, where an element with atomic number X and mass number N 

decays to an element with the same mass number, but an atomic number increased by one 

to Y.  

 

Figure 3. Depiction of beta decay.  (Left) The parent nucleus has N nucleons. 
Through   decay, the highlighted neutron decays into a proton, maintaining 
the mass number but increasing the atomic number of the nuclei by one, and 
in the process releasing an Ὡ  and ’Ӷ. (Right) The red arrows indicate that 
the decay products have momentum. The kinetic energy of the products can 
be measured to form a   spectrum.  

 

In a decay similar to   decay,   decay is the process whereby a proton is converted to a 

neutron, emitting an anti-electron (positron) and an electron, as seen in Equation (3):  
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 ὴᴼὲ Ὡ ’, (3) 

where Ὡ  is a positron and ’ is the electron neutrino. Both forms of  decay are facilitated 

by the weak nuclear force.  

Electron capture is another example of weak decay in nuclei. During electron capture, a 

proton within the nucleus absorbs one of the atomic electrons and is converted into a 

neutron, resulting in the emission of an electron neutrino. Electrons in the s orbital are most 

likely to be subject to electron capture, while those in orbitals with higher angular 

momentum, such as p or d, are less likely .  

 ὴ Ὡ ᴼὲ ’. (4) 

See Table 1 for a more detailed description of the different conservation laws for beta decays 

and electron capture. In addition, charge conservation, baryon number, and lepton number 

are also conserved. The baryon numbers of nucleons are 1, while electrons and positrons 

have baryon numbers of 0. The lepton number of electrons and neutrinos is 1, while their 

antiparticles (positrons and antineutrinos) have a lepton number of -1; nucleons have a 

lepton number of 0. 

Table 1: Conservation Laws in Different Types of Weak Decays 

     Decay: 

ὲᴼὴ Ὡ ’Ӷ 

    Decay: 

ὴᴼὲ Ὡ ’ 

Electron Capture: 

ὴ Ὡ ᴼὲ ’ 

Electric Charge π ρ ρ π ρ π ρ π ρ ρ π π 

Baryon Number ρ ρ π π ρ ρ π π ρ π ρ π 

Lepton Number π π ρ ρ π π ρ ρ π ρ π ρ 

1.2. Decay Energy Spectra 

1.2.1. Measuring Decay Energy Spectra 

Decay Energy Spectroscopy (DES) is a measurement technique where a radioactive source 

is embedded inside an absorber, which is thermally coupled to a very sensitive thermometer. 

In DES, the total energy of decay products (i.e., X-rays, gamma rays, and kinetic energy of the 

daughter nucleus and electrons) are thermalized within the absorber. The thermalization of  
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the decay energy of a source internal to an absorber is depicted in Figure 4. The energy from 

all the decay products is thermalized within the time period of thermal diffusion in the 

detector, creating a single change in temperature for the entire decay energy, rather than for 

the energy of individual decay products. However, this excludes energy of radiation that 

escapes the absorber, such as neutrinos and high energy photons. In contrast, if the source 

were external to the absorber, only the energy of a single decay product (i.e., X-ray, 

 particle, electron) would be thermalized.  

 

Figure 4. Schematic of the internal measurement mode for an ideal absorber.  
When the source decays, all energies of all decay products are thermalized 
by the absorber and converted to heat, causing the temperature to increase.  

This change in temperature is measured with a microcalorimeter: a type of Low 

Temperature Detector (LTD). There are different types of microcalorimeters, such as 

transition -edge sensors (TES) or metallic magnetic calorimeters (MMC), but all are designed 

to measure extremely small changes in temperature by exploiting the electrical or magnetic 

properties of materials transitioning between superconducting and normal phases. When 

operated near the critical temperature of the phase transition, any small change to a 

ÍÁÔÅÒÉÁÌȭÓ ÔÅÍÐÅÒÁÔÕÒÅ ÒÅÓÕÌÔÓ ÉÎ a measurable change in some other property, such as 

resistance for TESs or magnetization for MMCs. When this change is read out electronically, 
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it results in a pulse whose amplitude is proportional to the energy deposited from a single 

decay. A decay energy spectrum is a histogram of many of these pulses.  

DES offers not only excellent energy resolution, but also has the advantage of measuring total 

decay energy independent of decay path. This results in a simplified spectrum, making 

analysis of total activity by isotope less prone to systematic bias, important for determining 

radionuclide composition. This effect is shown in Figure 5.  

 

Figure 5. Comparison of different methods of spectroscopy for the alpha 
decay of 239Pu and 240Pu.  The red region shows conventional alpha-particle 
spectroscopy, where only the energy of an emitted alpha particle is 
measured. The black region shows a DES measurement of each isotope, 
peaking at total decay energy for the alpha decay. Taken from Ref. [11]. 

1.2.2. Physical Measurements and Interpretations  

Several DES projects measuring weak decays with MMCs have been developed. These 

include MetroMMC for exploring electron capture schemes [12] and MetroBeta for beta 

spectrum shape [13, 14]. MetroBeta studied four beta decaying radionuclides: 151Sm (1st  

forbidden non-unique; Q = 76.4 keV), 14C (allowed; Q = 156.476 keV), 99Tc (2nd  forbidden 

non-unique; Q = 293.8 keV), and 36Cl (2nd  forbidden non-unique; Q =  709.53 keV). Of these, 

just the beta spectrum of 14C has been measured (See Figure 6). 
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Figure 6. Beta spectrum of 14C, measured with an MMC (blue), and calculated 
spectrum using the code BetaShape (red).  Three discrete photon lines from 
a 109Cd source external to the detector were used for energy calibration. The 
discrepancy between experimental and theoretical spectra in the low-energy 
region highlighted motivates further exploration into interpretation of 
physical microcalorimeter measurements. Figure taken from Ref. [13].  

The energy resolution achieved (1 keV FWHM at 22 keV) was severely degraded by pile-up. 

Results showed good agreement with the theoretical beta spectrum, except in the low-

energy range where most of the histogram bins were overpopulated compared to prediction. 

This discrepancy is possibly a result of the energy of certain events not being completely 

thermalized, resulting in a lower energy deposited in the detector. Other possibilities include 

imperfect heat transfer between the absorber and the microcalorimeter, resulting in 

nonlinear energy loss, or a lack of fidelity in the theoretical prediction of the beta spectrum 

for low energies. Determining the effect of energy escape on microcalorimeter 

measurements of   decay will enable more precise determinations of the   spectrum for 

the MetroBeta project and other beta spectroscopy experiments.  

Analytically determining the probability of energy escape from an absorber is nearly 

impossible. This is because the escape probability is not constant as a function of initial decay 

ÅÎÅÒÇÙ ÂÕÔ ÉÓ ÄÅÐÅÎÄÅÎÔ ÏÎ ÔÈÅ ÁÂÓÏÒÂÅÒȭÓ ÍÁÔÅÒÉÁÌ ÁÎÄ ÓÉÚÅȟ ÁÓ ×ÅÌÌ ÁÓ ÔÈÅ ÓÏÕÒÃÅȭÓ ÅÎÅÒÇÙȟ 

type, location, and distribution. This work will simulate the energy deposition of beta 
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particles within an absorber using EGSnrcɂa Monte Carlo simulation softwareɂin order to 

quantify the escape probability and the goal of removing this effect from microcalorimeter 

measurements.  

By iterating through monoenergetic electrons ranging from 10 keV to 2 MeV, the response 

matrix for an MMC detector can be constructed. This response matrix may be used to 

deconvolve the detector response from a DES measurement, which will reduce the 

systematic uncertainty in MMC measurements of beta spectra, particularly for low energies.   
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Chapter 2 

DETECTORS 

2.1. Low Temperature Detectors  

The field of low temperature calorimetry and cryogenic detectors first emerged in 1984 out 

of a need for enhanced sensitivity from detectors, specifically to investigate fundamental 

issues in nuclear physics, such as the mass of the electron neutrino. When compared with 

semiconductor detectors, like High Purity Germanium(HPGe) or Silicon, LTDs have vastly 

superior energy resolutions (see Figure 7), making them a desirable choice for many 

experiments. The energy resolution (ЎὉ) of a detector is proportion al to its temperature (T) 

times the square root of its heat capacity (C), as shown in Equation (5). 

 ЎὉᶿὝЍὅ, (5) 

This holds throughout the energy range a detector is applied to. While semiconductor 

detector energy resolution approaches a physical limit of 8-10 keV at full-width -half-

maximum (FWHM) for 5 MeV alpha particles, which is a resolving power of around 500 [15], 

low temperature  detectors yield resolutions less than 1 keV FWHM for 5.3 MeV alphas 

(resolving power of 5300) [16]ɂan order of magnitude better energy resolution. X-rays 

energy resolution of ЎὉ σȢτ eV at 6.5 keV has been demonstrated [17, 18], as has 

gamma energy resolution of 22 eV FWHM at 97.43 keV [19]. The high energy resolution of 

microcalorimeters can be exploited to study both electron capture and   decay [20,21,22], 

allowing for extremely precise measurements of the spectral shape.  
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Figure 7. Comparison of resolving capabilities of a MMC (green) and a HPGe  
(red)  gamma measurement.  The microcalorimeter can resolve the gamma 
peaks from169Yb and 168Tm, while the HPGe detector cannot. Taken from Ref. 
[23]. 

2.1.1. Principles of Microcalorimeters 

The detector is composed of three parts: an absorber, a calorimeter, and a heat sink [24]; 

This ideal system is shown in Figure 8. For any measurement to be made, a particle must 

deposit its energy in the absorber in the form of heat. The particle may either be incident 

upon the absorber, or the particle may originate from a decay event within the absorber. As 

the absorber thermalizes all of the ÐÁÒÔÉÃÌÅȭÓ ÅÎÅÒÇÙȟ ÔÈÅ ÁÂÓÏÒÂÅÒȭÓ ÔÅmperature increases. 

A thermal link  to an extremely sensitive calorimeter allows for the heat of a single decay to 

be measured via the intrinsic temperature change in the absorber. This entire system is then 

weakly linked to a heat sink, allowing the absorber and calorimeter to slowly return to a 

baseline temperature. A good absorber has high stopping power to ensure that no energy 

from events escapes, and it has a low heat capacity so that there is a greater change in the 

ÁÂÓÏÒÂÅÒȭÓ ÔÅÍÐÅÒÁÔÕÒÅ ÆÒÏÍ ÔÈÅ ÈÅÁÔ ÏÆ Á ÓÉÎÇÌÅ ÅÖÅÎÔ. 
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Figure 8. An ideal calorimeter.  On the left, an absorber with heat capacity C 
is connected to a heat sink of temperature Ὕ via a thermal link with thermal 
conductivity G. On the right, an instantaneous input of energy Ὁ will raise 
ÔÈÅ ÃÁÌÏÒÉÍÅÔÅÒȭÓ ÔÅÍÐÅÒÁÔÕÒÅ ÂÙ ЎὝ Ὁ ὅϳ , and it will then decay back to 
its initial temperature with a time constant † ὅὋϳ . Figure modified from 
Ref. [24]. 

2.1.2. Cryogenics 

Both transition-edge sensors and metallic magnetic calorimeters require cryogenics for 

operation. The first reason is to reduce thermal noise in measurements, which increases with 

increasing temperature. The second is to ensure that the sensors remain in the 

superconducting phase. Any LTD design must make considerations for cryogenics to keep 

the system in an acceptable temperature range, usually less than 400 mK for a TES or less 

than 50 mK for a MMC. To ensure sufficient cooling, a variety of different cryostat systems 

have been used for LTDs, including 3He/4He dilution refrigerators and adiabatic 

demagnetization refrigerators (ADR). 

Adiabatic Demagnetization Refrigerators: An ADR cools by using the thermodynamic 

properties of paramagnetic materials in magnetic fields. Figure 9 depicts a simplified ADR 

design. When Á ÐÁÒÁÍÁÇÎÅÔÉÃ ÓÏÌÉÄȟ ÒÅÆÅÒÒÅÄ ÔÏ ÁÓ Á ȰÓÁÌÔ ÐÉÌÌȱ, is placed in a strong magnetic 

field, the magnetic moments of the molecules in the pill align with the field, decreasing the 

entropy of the system. When the strength of the field decreases, the spins in the salt pill 

become more disordered and absorb heat to increase the entropy, resulting in the cooling of 

the pill.  

          Absorber 

C 



19 
 

  

Figure 9. (Left) Schematic of an adiabatic demagnetization refrigerator 
(ADR).  This commercial design uses both a liquid nitrogen and liquid helium 
bath to keep the detector at a temperature of 4.2 K. Two paramagnetic salt 
pills, GGG (Gadolinium-Gallium-Garnet) and FAA (Ferric-Ammonium-Alum), 
are in contact with the helium bath via heat switches (S).  A detector is 
suspended from the FAA salt pill. Figure taken from Ref. [29]. (Right) Picture 
of ADR used for DES. The ADR is used to ensure that the LTDs operate in the 
correct temperature range. 

An ADR works cyclically to cool the environment to temperatures less than 1 mK. The whole 

system is thermally shielded by a liquid N2 bath and radiation shields throughout the cooling 

process. In the first part of the cycle, the paramagnetic salt pills are thermally isolated from 

the liquid H2 heat sink and a magnetic field is applied to the solid. As the spins align in the 

salt and the entropy increases, the salt heats up. Then, the salt pills are thermally connected 

via switches to the heat sink and cooled down back close to their starting temperature. 

Finally, the thermal link to the bath is broken and the magnetic field is decreased. To increase 

in entropy, the salt pills absorb thermal energy from the experimental platform and detector, 

resulting in cooling of both.   

Dilution Refrigerator: A 3He/ 4He dilution refrigerator uses a mixture of 3He and 4He as the 

cooling agent. When a mixture of these isotopes is cooled beneath 870 mK, it undergoes a 
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phase separation, creating a concentrated phase of nearly pure 3He and a dilute phase of 

about 6.6% 3He and 93.4% 4He (see Figure 10).  

  

Figure 10. (Left) Schematic of a 3He/ 4He dilution refrigerator  [25]. (Right) 
Phase diagram of liquid 3He/ 4He mixture. The phase separation begins at 
approximately 870 mK, leading to a concentrated phase of 3He (green region) 
and a dilute phase of 6.6% 3He and 93.4% 4He (yellow region). Fermi liquids 
and superfluids are the states of matter describing 3He and 4He at extremely 
low temperatures, respectively. This is another cryostat option to achieve the 
low temperatures necessary for DES measurements using LTDs. Taken from 
Ref. [26].   

In the mixing chamber of the cryostat, these two phases are in equilibrium, creating a phase 

boundary. When 3He enters this chamber, it must cross the phase boundary and become 

diluted, an endothermic process that removes heat from chamber environment and serves 

as the primary method of the extreme cooling.  

2.1.3. Transition-Edge Sensors 

The first demonstration of using the superconducting phase transition for microcalorimetry 

was in 1941, when D. H. Andrews applied a current to a tantalum wire that had been cooled 
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down to its superconducting phase and was able to measure the resistance change in the 

material caused by infrared radiation [27]. The same researchers then measured the voltage 

pulses from bombarding a superconducting niobium nitride strip with alpha particles.  

When certain materials are cooled below a critical temperature Ὕ that varies by material, 

they transition into a superconducting state with zero electrical resistance. This phase 

transit ion into superconductivity can be extremely sharp, creating a sort of edge, as seen in 

Figure 11.  

 

Figure 11. The superconducting to normal phase transition of a Mo/Cu film.  
Near 96 mK, a small change in temperature will cause a measurable change 
in ÔÈÅ ÆÉÌÍȭÓ resistance, due to the fact that the transition is continuous. This 
is used in TESs to translate energy deposition to electronic pulses. Figure 
taken from Ref. [28]. 

The temperature control is done with a combination of temperature controls in the cryostat 

and either voltage or current biasing, which sets constant electronic operating conditions in 

the device.   

One of the initial challenges in developing TES detectors was obtaining an accurate signal 

readout, especially in a device with such low impedance. Whenever a TES was connected to 

a current bias, joule heating would drive the detector out of its superconducting state, a 

process called positive electrothermal feedback. However, this issue was resolved by voltage 

biasing the TES. With a constant voltage, when the temperature of the absorber increases 



22 
 

from an energy deposition, the resistance goes up, lowering the current, causing the joule 

heating to go down. This returns the device to its equilibrium temperature, a process called 

negative electrothermal feedback. The change in current from an energy deposition is 

inductively coupled to a superconducting quantum interference device (SQUID) current 

amplifier . The current pulse through the TES coil changes its magnetic field and thus the 

input magnetic flux to the SQUID,  whose output  is easily amplified and measured (see Figure 

12).  

 

Figure 12. Electrical schematic of a TES coupled to a SQUID.  The design is 
such that the TES is voltage biased by the current source, ὍÂÉÁÓ, and the load 
resistor Ὑ. Whenever an event is absorbed by the TES, the extra heat causes 
the TES resistance to increase and current to drop. This change in current is 
inductively coupled to a SQUID, whose output is then amplified even further.  

The breakthrough of TES-SQUID coupling has made TES detectors a viable option for current 

experimentation. The biggest advantages in their use are the spectral detail and energy 

resolution. TES detectors are now being developed for measurements of various radiation, 

including alpha particles, beta particles, and photons ranging from eVs to MeVs of energy 

[16, 17, 28]. TESs used for DES measurements of  decay have demonstrated excellent 

energy resolution, with ЎὉ χȢυ πȢς eV for 6539 eV [1].  

2.1.4. Metallic Magnetic Calorimeters 

Another common type of low temperature detector is a metallic magnetic calorimeter 

(MMC). Rather than dealing with the electrical properties of superconducting materials, 
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MMCs use their magnetic properties. These properties are very strongly dependent on 

temperature within many materials, and thus form a good candidate for precise 

thermometry. The idea of low-temperature magnetic calorimetry was first proposed in the 

thesis of W. Seidel, from the Technical University in Munich, in 1986 [29, 30]. Various 

experiments demonstrated the usage of magnetization in a dielectric material to measure 

small energy doses to an absorber. In 1993, it was proposed to use metallic host materials 

instead, because the stronger interactions between magnetic moments and conduction 

electrons in the metal meant the detector response would be faster.  A typical MMC has a 

paramagnet contained within a small magnetic field. This is placed in strong thermal 

contact with an absorber. When energy is deposited in the absorber, it increases in 

temperature, which changes the magnetization of the paramagnet. This can be read by a 

SQUID magnetometer. The relationship between a change in magnetization ὓ caused by 

an energy absorption of amount Ὁ is 

ὓ  Ὕ
4/4

, (6) 

where ὅ4/4 is the total heat capacity of the absorber and the paramagnetic thermometer. 

MMCs have demonstrated excellent energy resolution, with ЎὉ σȢτ eV for X-ray 

energies up to 6.5 keV [18] and ЎὉ στπ eV for 122 keV gamma rays emitted from a 

57Co source [29]ɂon par with other types of low temperature detectors such as the TES.   
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Chapter 3 

SIMULATIONS FOR A DETECTOR RESPONSE MATRIX 

3.1. EGSnrc 

The Electron Gamma Shower (EGSnrc) system is a software application designed for the 

Monte Carlo simulation of transport of different types of ionizing radiation through a user-

defined geometry. The Monte Carlo technique is a widely used scientific tool for problems 

that are often too difficult to solve analytically. The Monte Carlo method can require high 

computational power, and the accuracy of results is dependent on the input parameters, but 

in certain cases where physical experimentation is too time-consuming or costly, Monte 

Carlo simulation provides a reasonable alternative. In this technique, particles are initialized 

with a certain energy and physical distribution . These particles are propagated 

probabilistically through the material, using libraries of cross sections for various 

interactions. For each interaction, the collision particles leave with an energy and direction 

chosen from distribut ions. This process is continued until all particles are either absorbed 

or leave the geometry of interest [31].  

EGSnrc is capable of simulating electrons, photons, and positrons with kinetic energies from 

1 keV to several hundreds of GeV [32]. Radiation transport may be simulated within any 

element, compound, or mixture.  There are two types of particle transport: charged and 

uncharged. Uncharged particle transport refers to the interactions taken by uncharged 

particles through a medium, such as electromagnetic radiation, while charged refers to the 

transport of charged particles, such as electrons and positrons. Because electrons and 

ÐÏÓÉÔÒÏÎÓ ÄÉÆÆÅÒ ÏÎÌÙ ÂÙ ÈÁÖÉÎÇ ÏÐÐÏÓÉÔÅ ÃÈÁÒÇÅÓȟ ÂÏÔÈ ÁÒÅ ÒÅÆÅÒÒÅÄ ÔÏ ÁÓ ȰÅÌÅÃÔÒÏÎÓȱ ÆÏÒ 

simplicity when discussing charged particle transport. EGSnrc has very high accuracy for 

electron and photon transport simulations based on cross-section data. 

EGSnrc uses the physics of Compton scattering, electron-positron pair production, Rayleigh 

scattering, and photoelectric effect for photon transport , and it uses inelastic collisions and 

radiative energy loss for electron transport. One limitation of the software is the ability to 
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track electron transport event-by-event. In cases where electrons have high kinetic energy, 

each simulated particle undergoes hundreds of thousands of interactions with the 

surrounding atoms during the process of slowing down. Modern computing power is 

insufficient to completely track every event that occurs for one electron, much less the 

thousands of initial histories that are simulated. The solution employed by EGSnrc is called 

the ȰÃÏÎÄÅÎÓÅÄ ÈÉÓÔoryȱ technique [33], where the cumulative effect of large numbers of  

these electron transport and collision processes are condeÎÓÅÄ ÉÎÔÏ Á ÓÉÎÇÌÅ ȰÓÔÅÐȱȢ 4ÈÅ ÓÔÁÔÅ 

of subsequent steps is determined by ÃÁÌÃÕÌÁÔÉÎÇ ÔÈÅ ÐÁÒÔÉÃÌÅȭÓ ÔÏÔÁÌ ÃÈÁÎÇÅ ÉÎ ÅÎÅÒÇÙȟ 

velocity, and position. This technique makes Monte Carlo simulation for a charged particleȭs 

transport  possible [34].  

Other software packages exist that also employ a Monte Carlo method to simulate particle 

transport, such as MCNP, GEANT4, and PENELOPE. EGSnrc and PENELOPE have comparable 

accuracy for particle transport [35], while GEANT4 can achieve similar agreement under 

certain parameters, but needs further improvement to its modelling. 

3.2. The Physics of Particle Transport  Simulation  

3.2.1. Photon Interactions 

Photons interact with matter via four processes: pair production, Compton scattering, photo-

electric absorption, and Rayleigh scattering. All these are used for the simulation of 

uncharged particle transport. 

Pair Production: Pair production is the process whereby an electron-positron pair is 

created when a photon passes through the electromagnetic field created by atomic nuclei 

and surrounding electrons in the medium, as seen in Figure 14. The energy of the photon (E) 

can be converted into particle mass (m) described by %ÉÎÓÔÅÉÎȭÓ ÅÑÕÁÔÉÏÎ 

 Ὁ άὧ, (7) 

using the speed of light (c). From this mass-energy relation, it is clear that for pair production 

to occur, the photon must have energy higher than the sum of the rest mass energies of the 

electron-positron pair. Since both the electron and positron have a rest mass of 0.511 MeV, 
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the photon must have an energy of above 1.022 MeV. Once above this energy threshold, pair 

production dominates over other photon interactions, as shown in Figure 13 

 

Figure 13. Linear attenuation coefficient of as a function of photon energy for 
NaI.  The total attenuation coefficient has contributions from pair production, 
Compton scattering, and photoelectric absorption. Notice how pair 
production dominates at higher energies, while photoelectric absorption 
dominates at low energies. Taken from Ref. [36]. 

 

Figure 14. Diagram depicting the process of electron-positron pair 
production.  As a photon with sufficient energy passes through the 
electromagnetic field of an atom, it can be converted into an electron-
positron pair with  nearly collinear velocities. The energy of the products is 
deposited in an absorber during a DES measurement.  
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Compton Scattering: Compton scattering is a scattering process of photons with charged 

particles, usually electrons. In this interaction, the photon transfers some of its energy, 

resulting in a lower scattered photon energy and a recoil electron. Because the energy of a 

photon is inversely proportional to its wavelength, the change in energy can described 

mathematically as a function of the scattering angle —, determined by: 

 
‗ ‗

Ὤ

άὧ
ρ ÃÏÓ —ȟ 

(8) 

where ‗ is the ÐÈÏÔÏÎȭÓ initial wavelength, ‗ is the scattered wavelength, Ὤ ÉÓ 0ÌÁÎÃËȭÓ 

constant, ά  is the rest mass of an electron, and c is the speed of light. The process is shown 

in Figure 15. 

       

Figure 15. (Left) Depiction of Compton Scattering. An incident photon with 
wavelength ‗ interacts with an electron, scattering at an angle — with some 
larger wavelength ‗ while the electron conserves momentum by recoiling at 
some velocity v. (Right) An EGSnrc simulation shows a photon undergoing 
Compton scattering and depositing energy within an Au absorber in the 
highlighted section. 

Photoelectric Absorption: In the photoelectric effect, photons transfer all their energy to 

atomic electrons. When an incident photon to a material has more energy than the binding 

energy of an electron to that material, then the electron is likely to be ejected. Any additional 

energy the photon has above the binding energy of the electron ÂÅÃÏÍÅÓ ÔÈÅ ÅÌÅÃÔÒÏÎȭÓ 

kinetic energy (see Figure 16). 
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Figure 16. (Left) Depiction of the photoelectric absorption.  Photons incident 
upon atomic electrons are absorbed if their energy is greater than the 
binding energy of the electron. The electrons are then freed from the atom 
and are emitted. Within an absorber, the electrons then deposit their energy. 
(Right) An EGSnrc simulation shows a photon undergoing photoelectric 
absorption within an Au absorber in the highlighted section. Notice how the 
black photon track ends in a red electron track, and the electron deposits its 
energy in the absorber.  

This phenomenon is primarily dominant for low-energy photons.  

Rayleigh Scattering: Rayleigh scattering is a form of elastic scattering of light by particles 

much smaller than the incident wavelength. Because the collision is elastic, the overall effect 

is to simply change the direction of the incident light while its energy remains approximately 

the same. The amount of scattering is inversely proportional to the fourth power of the 

wavelength of the photon. This is the only of the four mentioned photon interactions that 

does not directly transfer photon energy to electrons.  

3.2.2. Electron Interactions 

Electrons lose energy as they traverse a medium via two processes: radiative energy loss and 

inelastic collisions with atomic electrons. The radiative energy loss primarily occurs by 

bremsstrahlung and positron annihilation, while inelastic electron collisions with atomic 

electrons lead to atomic excitation and ionization, which can then result in the emission of x-

rays and electrons during atomic de-excitation.  

Radiative Energy Loss: As electrons traverse through a material, radiative energy loss 

occurs primarily via two processes: bremsstrahlung and positron annihilation. 
































